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1. INTRODUCTION 

In this report we present a summary of our successful efforts to optimize/parallelize the steady-state 

particle tracing (streamline) algorithm in EnSight. This project was funded by the U.S. Army Research 

Laboratory (ARL), located at Aberdeen Proving Ground, MD, and is considered completed as of the date 

of this report. All modifications as a result of this project have been included in the newest commercial 

release of EnSight, version 5.5.1. 

2. BACKGROUND 

A streamline visualizes a steady-state vector field by displaying the path that a massless particle would 

follow if placed in that field. At each point on the particle trace, the direction of the trace is parallel to 

the vector field at that point and time. 

To create the streamline, the user specifies a starting location, known as an emitter point Given this 

emitter point, EnSight performs an integration through the vector field using a fourth-order Runge-Kutta 

algorithm with varying time step. After initialization (where EnSight creates a table describing which 

computational elements are neighbors), the streamline generation is, in theory, a parallel task as each 

particle path is independent of any other path. 

If the streamline generation can be performed quickly, the user has the ability to look at the particle 

paths in "real time," meaning he or she can move the emitter location via the mouse and get an 

"immediate" update of the particle path based on the new emitter location. Users benefit greatly from this 

real-time ability since they can "interact" with the data set. Since the 5.5 release, EnSight has the ability 

to create and display streamlines in real time as long as the data sets are relatively small. 

A significant number of data sets at ARL fall into the "large" (and getting larger) realm. In fact, just 

to calculate a small number of streamlines in these data sets once can require many seconds, effectively 

eliminating the ability to produce real-time streamlines. 

In the spring of 1995, ARL installed a Silicon Graphics Power Challenge Array containing 8 boxes 

of 12 R8000 CPU's and 2 GB of memory each (for a total of 96 CPU's and 16 GB of memory), providing 

a significant opportunity to develop and test parallel applications. With funding from ARL, Computational 
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Engineering International, Inc., has spent the past few months optimizing and parallelizing the EnSight 

streamline generator with the hope that the performance gains would be sufficient to allow good 

interactivity with "large" data sets—a benefit not only to ARL, but to all EnSight users. 

3. PERFORMANCE ANALYSIS 

In order to maximize the performance of any code, developers should, in the following order, closely 

examine: 

(1) Algorithm       Algorithm modifications have the largest potential for significant performance 
improvements. If the logic is not sound, performance increases are difficult to 
gain through other means. 

(2) Tuning Significant performance improvements are possible by paying close attention to 
the hardware architecture in order to take full advantage of memory and CPU 
design. Unfortunately, this tuning process usually requires one to have a 
significant knowledge of the hardware and is thus usually beyond the scope of 
most application developers. 

(3) Parallelization Significant performance improvements are possible if the application code contains 
areas that can be performed in parallel. A code can usually be executed in parallel 
if each processor can work completely independent of any other processor and 
care is taken to resolve any input/output (I/O) performed in the parallel region. 

In our work with EnSight, we have closely examined and implemented modifications to enhance 

performance through algorithm changes and implementation of parallel regions. Each of these tasks is 

examined in more detail in the following sections. 

4. CHANGES TO THE ALGORITHM 

In order to produce the streamlines, the first task is to find an element that contains the user-defined 

emitter location. We call this task a "global search." Through our own knowledge, and confirmed by 

using performance monitoring, this global search is the most time-consuming task of the streamline 

generation and is the bottleneck in gaining performance that allows good interactivity. The algorithm in 

use had been designed for small memory vector architectures (i.e., Cray), where memory use was 

ultimately more important than performance (though the performance was not bad on this architecture 

since the algorithm vectorized). This algorithm did not run well on RISC systems, especially if 

performance was the goal. 



The global search algorithm was completely rewritten with the goal of maximizing performance while 

keeping the memory usage as conservative as possible. The new algorithm calculates the two bounding 

largest coordinates of each computational cell, packs the minimum/maximum values into one word of 

memory, and sorts the lists by the minimum values. A global search using this information can be 

performed by simply checking for bounding values in each look-up array. Techniques are also 

implemented to quickly search the arrays and take advantage of the previous search by examining 

bandwidth parameters. 

5. PARALLELIZATION 

Restructuring of the streamline algorithm was necessary in order to eliminate memory allocation, 

memory conflicts, and I/O operations—all of which can cause significant problems in creating parallel 

streamlines. After this task, we hand-coded the directives necessary to force the parallel region to execute 

in parallel (the SGI parallel C compiler would not make our do-loop run in parallel because of perceived 

dependencies due to function calls). As each streamline is calculated, it is communicated to the EnSight 

client for display. This communication is performed in a "critical" area that allows only one processor 

at a time to execute. At most, 12 processors are allowed to run the parallel region. 

6. RESULTS 

In order to test our enhancements, ARL allowed us dedicated use of one of the Power Challenge Array 

boxes to measure dedicated wall-clock time during testing. In order to eliminate any network load 

fluctuations mat could invalidate our testing, we eliminated all output and display of the streamlines (i.e., 

we measured only the wall-clock time to compute the traces). All testing was performed with the same 

data set, using a different number of emitter points and a different number of processors. For comparison, 

we also modified EnSight 5.5 to eliminate its output and display and tested it with the same data set and 

emitter points. 

The data set tested is shown in Figure 1 and was generated at ARL by Mr. Bernard J. Guidos of the 

Weapons Technology Directorate, Propulsion and Flight Division, Aerodynamics Branch. The 

computational grid provided contains 663,000 grid points. The area of interest is in the wake area of the 

projectile (shown in Figure 2). This wake area has been modeled using two separate data blocks where 



Figure 1. A sample computational grid used to demonstrate interactive particle analysis. 

Block 1 
Block 2 

Particle Traces 

Figure 2. A particle rake in the base flow region of a simplified finned KE projectile. 



the mesh density is different between the two blocks. Streamlines are started in the left data blocks as 

shown and must cross the discontinuity between the two blocks. When the data are converted to the 

internal EnSight data format, the problem contains 628,170 hexahedral elements. 

Table 1 shows the results of varying the number of emission points and number of processors, as well 

as the timing values for EnSight 5.5. All timings are in wall-clock seconds. 

Table 1. Results of Benchmark Testing 

No. of Emission 
Points 

Version 
5.5 
(s) 

Version 5.5.1 

1 CPU's 
(s) 

2 CPU's 
(s) 

4 CPU's 
(s) 

8 CPU's 
(s) 

12 CPU's 
(s) 

3 29.51 0.07 0.05 0.03 0.04 0.04 

10 82.68 0.29 0.15 0.15 0.12 0.14 

29 205.97 0.96 0.64 0.43 0.34 0.34 

75 NA 2.68 1.80 1.28 0.75 0.75 

118 915.18 4.97 3.70 2.10 1.73 1.57 

173 NA 7.38 5.64 3.39 2.48 2.20 

214 1,646.75 8.35 6.23 3.53 2.67 1.88 

342 NA 21.47 18.19 13.18 4.90 4.20 

1,395 NA 54.72 41.68 26.08 15.35 10.87 

3,165 NA 123.50 94.79 58.64 29.94 24.57 

5,651 NA 220.60 173.29 104.67 55.02 39.20 

NA = Not Attempted 

The appendix shows the results in Table 1 in graphical form. 

7. ANALYSIS 

Each test modifies the number of emission points. As the emission points are not in the same location 

for each test, care must be taken in drawing direct correlation between tests (i.e., if you double the number 

of emission points [using one processor], you do not necessarily double the wall-clock time since the 



streamlines are emitting from different locations in each test).   If the mesh and velocity field were 

completely uniform, these comparisons could be made. 

The modified global search algorithm in EnSight 5.5.1 has increased performance by approximately 

200 times over the old algorithm as implemented in version 5.5. It must be remembered that this 

performance increase comes at the expense of approximately 7.5 MB of memory (for a data set of 628k 

elements). In our opinion, this added memory use is an excellent tradeoff given this substantial 

performance increase. 

Some of the performance gains between EnSight 5.5 and 5.5.1 can probably be attributed to compiler 

differences. While both versions have been compiled with optimization, version 5.5 was compiled to take 

advantage of the mips2 instruction set, while the 5.5.1 version tested used mips4. 

Adding processors does not always result in a good payoff in terms of performance. The performance 

gains depend to a large degree on how busy the processors can be kept and over how much time. The 

best parallel speedup is achieved where there are longer run times overcoming the operating system setup 

of starting the parallel region. Eight processors give us a speedup of 3-4 times when compared to one 

processor. To put this in perspective, eight processors give us an approximate performance increase of 

600 times when combined with the modified search global algorithm and when compared to the 5.5 

release for the test containing 214 emission points. Having more processors than particle traces does not 

help (see the results for three particle traces). 

There appears to be significant overhead of starting a parallel region. This overhead appears to be 

the same regardless of the number of processors used. This is evident by examining the relatively modest 

performance increase in going from 1 to 2 processors compared to the performance between 2 and 4, 8, 

or 12 processors. 

The performance increase when adding additional processors is nonlinear. This is probably due to one 

or more of the following factors (and, possibly, other factors): 



(1) Load Balance    In order to get a perfect speedup in a parallel region, each processor must do the 
exact same amount of work (i.e., no processor must be idle). For most 
applications, this is almost impossible to do, resulting in a load imbalance. 

EnSight uses an SGI-specific, load-balancing mechanism called gss (guided self- 
scheduling), which behaves best when each iteration of the parallel loop varies 
only slightly from any other iteration. For this particular data set, this is not 
always true. The streamlines immediately behind the projectile take longer to 
compute than the rest of the traces—probably significantly longer. This may 
create a condition in which some of the processors are idle, waiting for others to 
finish. 

(2) Local Searches If a global search has already been performed, EnSight can use the result (the 
element number containing the emitter) in starting a new streamline by 
performing a local search. A local search starts at the last known location and 
uses the neighboring element table and the element shape function to find the 
new element containing the emitter. This algorithm works great as long as the 
last location is relatively close to the new location—a condition which is typical 
if you run on one processor and you are creating several streamlines. However, 
this condition is probably violated when multiple processors are engaged due to 
the way the workload is split among the processors. 

(3) Memory In a globally shared memory system (such as the SGI), memory contention is a 
real possibility when utilizing multiple processors. This will cause some of the 
processors to wait for memory longer than they would if only one processor was 
being utilized. 

One must keep in mind when viewing the results of the performance test that the timings only indicate 

the time required to generate the streamlines once. When performing streamline generation in a "real- 

time" environment, the particles are continuously updated as the user moves the emitter location. For 

example, the test of 29 particle traces would be capable of generating 3 frames/second when using 

8 processors, but would only generate 1 frame/second when using 1 processor. In terms of user 

interactivity, this is a significant difference. 

One might be tempted to say that the larger tests, with hundreds or thousands of emitters, are purely 

academic since no one would want to view the complicated picture which results. However, the curved 

vector arrow function in EnSight also uses this same algorithm—it is routinely used to calculate curved 

arrows at the number of emission points used in these tests. 

Finally, the results of this test show only a trend, as all of the factors described previously will cause 

all data sets to behave somewhat differently. 



8.  CONCLUSIONS 

By taking advantage of new algorithms and parallelization, we have shown that real-time particle 

tracing is possible in data sets typical of those being computed at ARL. The performance increase has 

been so dramatic that it is not only a difference in performance, but a difference in ability (i.e., we can 

now process tasks that were impossible in the previous release of EnSight [see preceding tests comparing 

wall-clock time for 214 emitters]). 

Our experience with this project has shown that there are significant opportunities for performance 

improvements in EnSight. In the future we hope to expand our work into other EnSight functionalities 

and possibly investigate performance tuning and code in-lining. 
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